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Abstract: Prediction of human motions is key for safe navigation of autonomous
robots among humans. In cluttered environments, several motion hypotheses may
exist for a pedestrian, due to its interactions with the environment and other pedes-
trians. Previous works for estimating multiple motion hypotheses require a large
number of samples which limits their applicability in real-time motion planning.
In this paper, we present a variational learning approach for interaction-aware and
multi-modal trajectory prediction based on deep generative neural networks. Our
approach can achieve faster convergence and requires significantly fewer samples
comparing to state-of-the-art methods. Experimental results on real and simula-
tion data show that our model can effectively learn to infer different trajectories.
We compare our method with three baseline approaches and present performance
results demonstrating that our generative model can achieve higher accuracy for
trajectory prediction by producing diverse trajectories.
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Supplementary video: https://youtu.be/tBr5v7TXyG0
Code: https://github.com/tud-amr/social_vrnn.git

1 Introduction

Prediction of human motions is key for safe navigation of autonomous robots among humans in
cluttered environments. Therefore, autonomous robots, such as service robots or autonomous cars,
shall be capable of reasoning about the intentions of pedestrians to accurately forecast their motions.
Such abilities will allow planning algorithms to generate safe and socially compliant motion plans
[1, 2].

Generally, human motions are inherently uncertain and multi-modal [3]. The uncertainty is caused
by partial observation of the pedestrians’ states and their stochastic dynamics. The multimodality
is due to interaction effects between the pedestrians, the static environment and non-convexity of
the problem. For instance, as Fig. 1 shows, a pedestrian can decide to either avoid a static obstacle
or engage in a non-verbal joint collision-avoidance maneuver with the other upcoming pedestrian,
avoiding on the right or left. Hence, to accurately predict human motions, inference models provid-
ing multi-modal predictions are required.

A large number of prediction models have been proposed. However, some of these approaches only
predict the mean behavior of the agents [4]. Others apply different techniques to model uncertainty
such as ensemble modeling [5], dropout during inference [6] or learn a generative model and gen-

4th Conference on Robot Learning (CoRL 2020), Cambridge MA, USA.

https://youtu.be/tBr5v7TXyG0
https://github.com/tud-amr/social_vrnn.git


erate several trajectories by sampling randomly from the latent space [7]. Recently, Generative Ad-
versarial Networks (GANs) have been employed for multi-modal trajectory prediction by randomly
sampling the latent space to generate diverse trajectories [8]. Nevertheless, these methods have two
main drawbacks. First, GANs are difficult to train and may fail to converge during training. Second,
they require a large number of samples to achieve good prediction performance which is impractica-
ble for real-time motion planning. Moreover, these approaches assume an independent prior across
different timesteps ignoring the existing time dependencies on trajectory prediction problems.

Figure 1: Illustration of a scenario where there
are multiple ways that two pedestrians can avoid
a collision. We present a method that given the
same observed past, predicts multiple socially ac-
ceptable trajectories in crowded scenes.

The objective of this work is to develop
a prediction model suitable for interaction-
aware autonomous navigation. Hence, we ad-
dress these limitations with a novel genera-
tive model for multi-modal trajectory predic-
tion based on Variational Recurrent Neural Net-
works (VRNNs) [9]. We treat the multi-modal
trajectory prediction problem as modeling the
joint probability distribution over sequences.

This paper’s main contribution is a new
interaction-aware variational recurrent neural
network (Social-VRNN) design for one-shot
multi-modal trajectory prediction. By follow-
ing a variational approach, our method achieves
faster convergence in comparison with GAN -
based approach. Moreover, employing a time-
dependent prior over the latent space enables our model to achieve state-of-the-art performance and
generate diverse trajectories with a single network query.

To this end, we propose a training strategy to learn more diverse trajectories in an interpretable
fashion. Finally, we present experimental results demonstrating that our method outperforms the
state-of-the-art methods on both simulated and real datasets using one-shot predictions.

2 Related Works

Early works on human motion prediction are typically model-based. In [10], a model of human-
human interactions was proposed by simulating attractive and repulsive physical forces denominated
as “social forces”. To account for human-robot interaction, a Bayesian model based on agent-based
velocity space was proposed in [11]. However, these approaches do not capture the multi-hypothesis
behavior of the human motion. To accomplish that, [12] proposed a path prediction model based
on Gaussian Processes, known as interactive Gaussian Processes (IGP). This was done by modeling
each individual’s path with a Gaussian Process. The main drawbacks of this approach are the usage
of hand-crafted functions to model interaction, limiting their ability to learn beyond the perceptible
effects, and is computationally expensive.

Recently, Recurrent Neural Networks (RNNs) have been employed in trajectory prediction problems
[13]. Building on RNNs, a hierarchical architecture was proposed in [14] and [4], which incorpo-
rated information about the surrounding environment and other agents, and performed better than
previous models. Despite the high prediction accuracy demonstrated by these models, they are only
able to predict the average behavior of the pedestrians.

In contrast, Social LSTM [15] models the prediction state as a Bivariate Gaussian and thus, uncer-
tainty can be incorporated. Moreover, interaction is modeled by changing the hidden state of each
agent network according to the distance between the agents, a mechanism know as ”Social pool-
ing”. Several approaches extended the latter either by incorporating other sources of information or
proposing updates in the model architecture improving the performance of the model. For instance,
head pose information from the other agents was incorporated in [16] resulting in a significant in-
crease of the prediction accuracy. Context information from visual images was used to encode both
human-human and human-space interactions [17]. Social pooling has been extended to generate
collision-free predictions [18] and to preserve spatial information by employing Grid LSTMs [19].
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However, previous approaches did not consider the inherent multi-modal nature of human motions.
In [7], a generative model based on Generative Adversarial Networks (GANs) was developed to
generate multi-modal predictions by randomly sampling from the latent space. This approach was
extended with two attention mechanisms to incorporate information from scene context and social
interactions [20]. However, GANs are very susceptible to mode collapsing causing these models
to generate very similar trajectories. To avoid mode collapse, a recently improved Info-GAN for
multi-modal trajectory prediction was proposed [8]. Besides, [21] proposed a different training
strategy to overcome the latter issue and improve trajectory prediction diversity. To account for the
environment constraints, [22] proposed to include scene context information provided by a top-view
camera of the scene. However, such information is not available in a real autonomous navigation
scenario. Moreover, to improve social interaction modelling, Graph Neural Networks have been
used in [23, 24]. Nonetheless, GANs are very difficult to train and typically require a large number
of iterations until it converges to a stable Nash equilibrium.

Similar to our approach, the Trajectron++ [25] employs variational learning to improve training
convergence and speed. Kernel-based methods employed Mixture Density Networks (MDNs) to
build a continuous map capturing the possible motion directions [26] or to learn a multi-model
distribution over a set of trajectories [27]. Nevertheless, [28] assumes a time-independent prior over
the latent space, and [26, 27] requires a large number of samples to produce distinct trajectories. In
contrast, we propose a novel architecture to learn a multi-modal prediction model based on VRNNs
that can significantly improve the network prediction performance and diversity. Moreover, our
method only uses local information enabling its application for autonomous navigation.

3 Variational Recurrent Neural Network

In this section, we present our Variational Recurrent Neural Network (VRNN) for multi-modal tra-
jectory prediction, depicted in Fig. 2.

3.1 Multi-modal Trajectory Prediction Problem Formulation

Consider a navigation scenario with n interacting agents (pedestrians) navigating on a plane
W = R2. The dataset D contains information about the i-th pedestrian trajectory τ i1:N =
{(pi1,vi1), . . . , (piN ,viN )} with N utterances and their corresponding surrounding static environ-
ment Oienv ⊂ W , for i ∈ [0, . . . n]. vit = {vix,t, viy,t} is the velocity and pit = {pix,t, piy,t} is the
position of the i-th pedestrian at time t in the world frame. Without loss of generality, t = 0 indi-
cates the current time and t = −1 the previous time-step. vi1:TH

= (vi1, . . . ,v
i
TH

) represents the
future pedestrian velocities over a prediction horizon TH and vi−TO:0 the pedestrian past velocities
within an observation time TO. Throughout this paper the subscript i denotes the query-agent, i.e.,
the agent that we want to predict its future motion, and −i the collection of all the other agents.
Bold symbols are used to represent vectors and the non bold x and y subscripts are used to refer
to the x and y direction in the world frame. xi0 = {vi−TO:0,p

−i
0 ,Oienv} represents the query-agent

current state information. To account for the uncertainty and multimodality of the i-th pedestrian’s
motion, we seek a probabilistic model f(θ) with parameters θ over a set of M different trajectories
∀m ∈ [0,M ]:

p(vi,m1:TH
|xi0) = f(xi0, θ) (1)

where m is the trajectory index. The probability is conditional to other agents states and the sur-
rounding environment to model the interaction and environment constraints.

3.2 Input feature extraction module

This module creates a joint representation of three sources of information: the query-agent state, the
environment context and social context. The first input is a sequence of TO history velocities vi−TO:0

of the query-agent. The second input is a local occupancy grid Oienv, centered at the query-agent
containing information about static obstacles (environment context) with width Dx and height Dy .
Here, we use the global map provided with publicly available datasets [29, 19]. In a real scenario,
the map information can be obtained by building a map offline [30] or local map from online [31]
using onboard sensors such as Lidar. Due to its high dimensionality, a convolution neural network
(CNN) is used to obtain a compressed representation of this occupancy map while maintaining the
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Figure 2: VRNN architecture for multi-modal trajectory prediction composed by: an input feature
extraction, a probabilistic inference and output probability module. The first creates a joint repre-
sentation of the input data yi = {yiv,yienv,y

−i}. The probabilistic inference module (Section 3.3)
is based on the VRNN [9] incorporating: a encoder network to approximate a time-dependent poste-
rior distribution q(z0|x≤0, z<0) ∼ N (µz,0, diag(σ2

z,0)) with [µz,0, σz,0] = ψenc(ψx(x0),h−1, θq)
with θq as the approximate posterior model parameters; a decoder network to model the con-
ditional generation distribution vk|x0, z0 ∼ N (µx,0, diag(σ2

x,0)) with [µv,1:TH
, σv,1:TH

] =

ψdec(ψz(z0), ψ
x
t (x0),h−1, θdec) with θdec as the inference model parameters; a prior on the la-

tent random variable z ∼ N (µprior,0, σprior,0) conditional to the hidden-state of the decoder network
[µprior,0, σprior,0] = ψprior(h−1, θprior) with parameters θprior. Finally, the output probability module
is a GMM (Section 3.4).

spatial context. The encoder parameters are obtained by pre-training an Encoder-Decoder structure
to minimize Lenv =

∑Dx

i=1

∑Dy

j=1(Ô
i
env −Oi

env)
2, as proposed in [4]. In addition, an LSTM layer is

added to the first two input channels, modeling the existing time-dependencies.

The third input provides information about the interaction among the pedestrians containing in-
formation about their relative dynamics and spatial configuration. More specifically, it is a vector
O−i

0 = [p−1
0 − pi0,v

−1
0 − vi0, . . .p

−n
0 − pi0,v

−n
0 − vi0] with the positions and velocities of the

surrounding pedestrians relative to the query-agent. This input vector is then fed into an LSTM,
allowing to create a fixed-size representation of the query’s agent social context and to consider a
variable number of surrounding pedestrians. Finally, the outputs of each channel are concatenated
creating a compressed and time-dependent representation of the input data yi = {yiv,yienv,y

−i}.
Note that we only use past information about the query-agent velocities. For the other inputs only
the current information is used.

3.3 Probabilistic Inference Module

The probabilistic inference module is based on the structure of the VRNN, as depicted in Fig. 2. It
contains three main components: a prior model, a encoder model and decoder model. We use a fully
connected layer (FCL) with Relu activation as the encoder model ψenc, the feature extractor of the
joint input ψx and of the latent random variables ψz, and the representation of the prior distribution
ψprior. {θenc, θx, θz, θprior} are the network parameters of {ψenc, ψx, ψz, ψprior}, respectively. The
output vectors {ψenc

τ , ψprior} are then used to model the approximate posterior and prior distribution.
We split the output vectors into two parts to model the mean and variance, as represented in Fig.
2, and apply the following transformations to ensure a valid predicted distribution: [µprior, µz] =

[ψprior
1:wprior

, ψenc
1:wz

] and [σprior, σz] = [expψprior
wprior:2wprior

, expψz
wz:2wz

]. 2wprior and 2wz are the output
vector size of the prior and latent random variable, respectively. This ensures that the standard
deviation is always positive. Furthermore, we employ a LSTM layer as the RNN model propagating
the hidden-state for the prior model and encoding the time-dependencies for the generative model.
In contrast to [9] our generation model conditionally depends on the previous inputs:

vk|x0, z0 ∼ N (µv,k, diag(σ2
v,k))

[µv,k, σv,k] = ψdec(ψz(z0), ψ
x(yi0),h−1)

(2)

Lastly, the decoder model consists of two FC layers, with ELU [32] and linear activation, directly
connected to the output of the LSTM network. Our models outputs in one shot TH steps considering
the compressed and time-dependent input representation yi0.
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3.4 Multi-modal Trajectory Prediction Distribution

To predict one-shot multi-modal trajectories,we model the output of our network as a Gaussian Mix-
ture Model (GMM), similar to [33] and [34], with M > 1 modes accounting for the multimodality
of the pedestrian’s motion. For each mode m ∈ {1, . . . ,M}, we predict a sequence of future pedes-
trian velocities vi,m1:TH

represented by a bivariate Gaussian vi,mk ∼ N (µi,mx,k , µ
i,m
y,k , σ

i,m
x,k , σ

i,m
y,k ), k =

1, 2, . . . , TH , capturing its motion uncertainty. Consequently, a modal trajectory is defined as a se-
quence of independent bivariate Gaussian’s with length TH . The M modes represent a set of M
possible trajectories resulting in the following probabilistic model:

p(vik|x0, z0,h0, θ) =

M∑
m=1

πmpG(µ
i
k,m, σ

i
k,m) (3)

where pG is the probability density function of multivariate Gaussian distributions, θ =

{θenc, θdec, θx, θz, θprior} are the model parameters, µi,mk = [µi,mx,k , µ
i,m
y,k ] and σi,mk = [σi,mx,k , σ

i,m
y,k ]

are the mean and standard deviation of the predicted velocity vectors for the m-th predicted trajec-
tory with likelihood πm at time-step k, respectively. The transformations described in Sec.3.3 and
Fig.2 are applied to the network outputs ψdec

τ to ensure a valid distribution parametrization.

3.5 Improving Diversity

Generative models have the key advantage of allowing to perform inference by randomly sampling
the latent random variable z from some prior distribution. Here, we propose a strategy to induce our
model to learn a more “diverse” distribution of trajectories in a interpretable fashion, similar to [35].
Our VRNN models a generative distribution conditionally dependent on the input representation
vector yi, which is composed by three sub-vectors {yiv,yienv,y

−i}. Now, let’s assume that each
input vector is a random variable with the following distribution:

yiv ∼ N (yi0,v, σv) (4) yienv ∼ N (yi0,env, σenv) (5) y−i ∼ N (y−i
0 , σ−i) (6)

where {yiv,yienv,y
−i} are random variables representing the variability of the agent state, the envi-

ronment and surrounding agents context, respectively. {σv, σenv, σ−i} are the variance of each input
channel and are considered as hyperparameters of our model. Hence, by sampling from these input
distributions we can condition the generation distribution of x according with the uncertainty on the
pedestrian state or the environment context and generate different trajectories ṽi1:TH

by varying the
pedestrian conditions. Then, we introduce a loss function which motivates our model to cover the
generated trajectories as the following cross-entropy term:

Ldiv =

M∑
m=1

TH∑
k=1

−E[log pG(ṽk|x0, z0)] (7)

where ṽm,k is a velocity sample at time-step k from the m-th sampled trajectory.

3.6 Training Procedure

The model is trained end-to-end except for the CNN which is pre-trained. We train it using back-
propagation through time (BTTP) with fixed truncation depth ttrunc. Furthermore, we apply the
reparametrization trick [36] to obtain a continuous differentiable sampler and train the network
using backpropagation. We learn the data distribution by minimizing a timestep-wise variational
lower bound with annealing KL-Divergence as loss function [37]:

L = Lm + λ ∗ (LKL + Ldiv) (8a)

Lm =

M∑
m=1

TH∑
k=1

−Ex0∼D[log πmpG(vk|z0,x0)] (8b)

LKL(z0|x≤0, z<0) = λKL(q(z0|x≤0, z<0)||pG(z0|x<0, z<0)) (8c)
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where λ is the annealing coefficient.

The first term represents the reconstruction loss (Eq. 8b) and the second the KL-Divergence between
the approximated posterior q(z0|x≤0, z<0) (Eq. 8c) and the prior distribution of z. Here, the prior
over the latent random variable z is chosen to be a simple Gaussian distribution with mean and
variance [µprior,0, σprior,0] = ψprior(h−1) depending on the previous hidden state. During training
we aim to find the model parameters which minimize the loss function presented in Equation 8a.
The annealing coefficient allows the model first to learn the parameters that fit the data well and
later in the training phase to match the prior distribution and improve the diversity of the predicted
trajectories.

4 Experiments

In this section, we show the obtained results of our generative model for simulation and real data.
We present a qualitative analysis and performance results of our method against three baselines.
To evaluate the performance of our model against the proposed baselines we use the following
evaluation metrics: the average displacement error (ADE) and the final displacement error (FDE).
The first two assess the prediction performance. For the models outputting probability distributions,
the mean values are used to compute the ADE and FDE metrics. For the multi-modal distributions,
we use the trajectory with the minimum error as in [8].

4.1 Experimental Settings

We trained our model using RMSProp [38] which is known to perform well in non-stationary prob-
lems with a initial learning rate α = 10−4 exponentially decaying at a rate of 0.9 and a mini-batch
size of 16. We used a KL annealing coefficient λ = tanh( step−104

103 ), with step as the training step.
We set the diversity weight β to 0.2 and {σxv , σxenv , σx−i} = {0.2, 0.2, 0}. Additionally, to avoid
gradient explosion we clip the gradients to 1.0. We trained and evaluated our model for different
prior, latent random variable and input feature vector sizes. The configuration achieving lower vali-
dation error was {128, 128, 512}, for the prior, latent random variable and input feature vector size,
respectively. Moreover, we use M = 3 mixture components for the models using a GMM as the
output function. We set TH = 12 prediction steps corresponding to 4.8 s of prediction horizon and
TO = 8 as used in previous methods [8, 20]. The models were implemented using Tensorflow [39]
and were trained on a NVIDIA GeForce GTX 980 requiring 2×104 training steps, or approximately
2 hours. The simulation datasets were obtained with the open-source ROS implementation of the
Social Forces model [10]. Our VRNN will be released open source.

4.2 Performance evaluation

We compared our model with the following state-of-art prediction baselines:

• LSTM-D [4]: A deterministic interaction-aware model, incorporating the interaction be-
tween the agents and static obstacles.

• SoPhie [20]: a GAN model implementing a Social and Physical attention mechanism.

• Social-ways (S-Ways) [8]: The state-of-art GAN based method for multi-modal trajectory
prediction.

• STORN [40]: Our VRNN model considering a time-independent prior as a Gaussian distri-
bution with zero mean and unit variance.

We use the open-source implementation of [8] to obtain the results for S-Ways considering only
3 samples (K = 3) as the number of trajectories predicted by our method and as suggested in
[41]. We adopt the same dataset split setting as in [8] using 4 sets for training and the remaining
set for testing. Aggregated results in Table 1 show that our method outperformed the deterministic
baselines, STORN, and S-Ways using three samples. Moreover, the results show that our method
achieves comparable performance with state-of-the-art methods using a high number of samples on
the Zara01, Zara02 and ETH datasets. In contrast, our method achieves the best performance on
the Hotel and Univ datasets. Finally, the poor performance of the STORN model results show that
employing a time-dependent prior improves the prediction performance significantly.
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Table 1: Performance results of our proposed method (VRNN) vs. baselines. The results presented
for the Social Ways with 30 samples (K = 30) and SoPhie method were taken from [15] and [20],
respectively. The ADE and FDE values are separated by slash. The average values (AVG) only
consider the results for the real datasets. The results for using three samples (K = 3) of S-Ways
were obtained from the open-source implementation provided by [8].

Deterministic Stochastic
Single Sample Multiple Samples Single Sample

Dataset LSTM SoPhie S-Ways
(K = 30)

S-Ways
(K = 3) STORN VRNN

ETH 0.40 / 0.65 0.70 / 1.43 0.39 / 0.64 0.78 / 1.48 0.73 / 1.49 0.39 / 0.70
Hotel 0.45 / 0.75 0.76 / 1.67 0.39 / 0.64 0.53 / 0.95 1.33 / 1.45 0.35 / 0.47
Univ 1.02 / 1.54 0.54 / 1.24 0.55 / 1.31 0.81 / 1.53 0.82 / 1.17 0.53 / 0.65

ZARA01 0.35 / 0.68 0.30 / 0.63 0.44 / 0.64 0.87 / 1.30 0.91 / 1.52 0.41 / 0.70
ZARA02 0.54 / 0.92 0.38 / 0.78 0.51 / 0.92 1.27 / 2.13 0.91 / 1.52 0.51 / 0.55

AVG 0.55 / 0.90 0.54 / 1.15 0.46 / 0.83 0.86 / 1.47 0.94 / 1.43 0.44 / 0.61

4.3 Qualitative analysis

Figure 3: Social-VRNN predicted tra-
jectories vs a multi-modal prediction
baseline, Social-Ways [8]. In blue is
depicted the ground truth trajectory, in
red, green and yellow the three possi-
ble predicted trajectories by our model,
in light blue the one sigma boundary of
the predicted trajectory and, in magenta
30 sampled predicted trajectories by the
Social-Ways model.

In this section we present prediction results for simulated
and real scenarios, as depicted in Fig. 4. We have cre-
ated two datasets to demonstrate this multi-modal behav-
ior with static obstacles (Fig.4(a)), and other pedestrians
(Fig. 4(b)). Figure 4(a) shows the ability of our method
to predict different trajectories according to the environ-
ment structure. Figure 4(b) demonstrates that our method
can scale to more complex environments, with several
pedestrians and obstacles, and predict different motion
hypotheses.

Moreover, we evaluate our method on real data using the
publicly available datasets [29, 19]. In Fig. 4(c) on the
left, our model infers two possible trajectories for the
pedestrian to avoid a tree. In addition, in the central and
right images of Fig. 4(c), our model predicts two possi-
ble trajectories to move through the crowd. Finally, Fig.
3 shows predicted trajectories for both Social-VRNN and
Social-Ways model in a crowded scene. The predicted
trajectories from the Social-VRNN model can capture
two distinct trajectories through the crowd. In contrast,
Social-Ways only captures one mode, even considering
30 samples from the baseline model. The presented re-
sults demonstrate that our model can effectively infer dif-
ferent trajectories according to the environment and social
constraints from a single query. We refer the reader to the video1 accompanying this article for more
details on the presented results.

5 CONCLUSION

In this paper, we introduced a Variational Recurrent Neural Network (VRNN) architecture for multi-
modal trajectory prediction in one-shot and considering the pedestrian dynamics, interactions among
pedestrians and static obstacles. Building on a variational approach and learning a mixture Gaussian
model enables our model to generate distinct trajectories accounting for the static obstacles and the
surrounding pedestrians. Our approach allows us to improve the state-of-the-art prediction perfor-
mance in scenarios with a large number of agents (e.g., Univ dataset) or containing static obstacles
(e.g., Hotel dataset) from a single prediction shot. Furthermore, the proposed approach reduces sig-

1https://youtu.be/tBr5v7TXyG0
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a) In this scenario, one agent is moving along a corridor with an obstacle in the middle. The agent
is moving from the left to the right. When she finds the obstacle in the middle of its path, our
model successfully predicts two hypotheses: going left or right. Once she is already avoiding the
obstacle through the left side, the model predicts three hypotheses for the pedestrian to continue its
collision avoidance maneuver, with varying clearance levels. Finally, when she is in free space all
the predicted trajectories collapse to a single-mode.

b) This sub-figure illustrates four sample results obtained in a more complex simulated scenario,
with several static obstacles and 15 agents. The two left figures show two situations where the agent
can avoid another agent on its left, right or by simply move straight because the other will keep
moving away. The two right figures show the ability of our model to predict different trajectories
that an agent may follow to avoid a static obstacle.

c) Three examples of multi-modal trajectory prediction using our model in real scenarios. In blue is
depicted the ground truth trajectory, in red, green and yellow the three possible predicted trajectories,
in light blue the one sigma boundary of the predicted trajectory.

Figure 4: The scenarios depicted in Fig.4(a) and (b) were simulated by using the Social Forces model
[10] for the pedestrians. In magenta the real trajectory, in red, green and yellow the mean values of
each trajectory hypothesis and, in blue the 1-σ uncertainty boundaries of each trajectory. The dark
blue dots represent the other agents. The plotted trajectories correspond to a single network query.

nificantly the number of samples needed to achieve good prediction with high accuracy. As future
work, we aim to integrate the proposed method with a real-time motion planner on a mobile platform
for autonomous navigation among pedestrians.
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